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Order Recursive Method of Moments
(ORMoM) for Iterative Design Applications
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Abstract— The method of moments (MoM) continues to be
the most frequently used full-wave electromagnetic simulation
technique for application to CAD and optimization of microwave
circuits. In this paper, we present an order-recursive variant of
standard LU decomposition for the efficient solution of mod-
erately large linear systems arising in the application of MoM
to iterative design problems. In comparison with the existing
solution methods suitable to matrices of size such that direct
resolution of the linear systems by Gaussian elimination or LU de-
composition becomes feasible, the proposed order-recursive MoM
(ORMoM) allows a very large portion of repetitive computations
(from scratch) at each design iteration to be avoided, leading
to extremely efficient design cycles. Specifically, it is shown that
ORMoM results in an order of magnitude reduction in the
solution time for typical microwave design tasks. Therefore, this
contribution is a major advance toward EM simulation-based
CAD and optimization of microwave circuits.

1. INTRODUCTION

NCREASING operating frequencies in digital and mi-
crowave systems have necessitated the utilization of full-
wave electromagnetic (EM) simulation techniques, such as the
method of moments (MoM) [1], the finite element method [2],
and the finite-difference time-domain (FDTD) method [3], [4],
for the analysis of high-speed digital circuits, microwave and
millimeter-wave integrated circuits (MMIC’s). These rigorous
techniques account for physical phenomena such as surface-
wave coupling, radiation, dispersion, metallization and dielec-
tric losses. However, they are typically computation-intensive,
and therefore, are of limited use in the computer-aided design
(CAD) and optimization of microwave circuits. Therefore, it is
desirable to investigate means of improving the efficiency of
full-wave methods so that a circuit of moderate electrical size
can be simulated in reasonable time on a personal computer
(PC) or a workstation. These computer platforms, and not
large-scale mainframes or supercomputers, seem to represent
the typical design environment in the microwave industry.
The MoM is perhaps the most widely used EM simulation
method for the analysis and CAD of microwave circuits.
Several software houses offer commercial MoM-based simu-
lation tools for the microwave circuit designer, e.g., [5]-[10].
These software packages have the capability to incorporate
optimization features either internally [6], or by coupling the
MoM simulation engine to an external parametrized optimizer
[5], [10]. Several researchers are also investigating methods
to improve the efficiency of MoM-based circuit simulators so
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that robust CAD tools and optimizers can be developed for the
smaller computational platforms. These investigations include
the application of wavelet transforms to sparsify the moment
matrix [11], utilization of symmetries and redundancies in the
problem space to efficiently fill the matrix [12], space mapping
optimization techniques [13], application of order-recursive
Gaussian elimination (ORGE) to resolve the linear systems
[14], [15], and acceleration procedures for matrix-fill when
small geometrical perturbations are involved in the design [16].

In the MoM, the boundary value problem for the unknown
current distribution over the surface of the conductors is
formulated as an electrical field integral equation (EFIE).
The EFIE is then converted into a system of linear algebraic
equations (for the current) by the minimization of weighted
residuals using suitable basis and testing functions. Parameters
of interest, such as S-parameters, radiation and metallization
losses, can be derived from the computed current distribution.
The current distribution can be computed by implementing the
MoM algorithm either in the space domain (cf. [17]) or in the
spectral domain (cf. [18]).

The system (or moment) matrix that represents the interac-
tions between the basis and the test elements is typically dense.
For moderately high-order models (O(100-500)), the current
distribution may be obtained as the solution of a system of
linear algebraic equations using LU decomposition and sub-
sequent solution of two triangular systems of equations. The
computational complexity of solving a system of equations of
order N is N3. For several applications, where N is fixed, the
use of conventional LU decomposition provides an efficient
means for solving the linear systems.

However, in design applications, the order of the linear
system to be solved may change from N to N + M, where
the original (N x N) data matrix becomes a submatrix of
the higher-order (N + M) x (N + M) matrix as a result
of augmenting the model. This is frequently encountered, for
example, in the tuning of patch antennas and microwave filters,
where the data matrix is recursively augmented with new row
and column vectors that correspond to shorting pins, stubs,
etc. In a CAD environment, the order M of augmentation
is usually not known a priori. At present, each augmented
matrix is treated as a new data matrix and the solution
of the augmented system of equations is recomputed from

scratch, The resulting solution procedure becomes computa-

tionally inefficient, and, as shown elsewhere (see Section III),
the computational complexity can become O((N + M)?).
The authors’ previous investigations reveal that when small
changes are made to the circuit geometry 1) they correspond

0018-9480/96$05.00 © 1996 IEEE



2596

to changes in a small subsystem of the original linear system
to be solved for the current distribution and 2) the solution
for the current resulting from these small geometrical changes
is only slightly perturbed from the prior solution [15]. The
existing software packages with EM simulators based on
the moment method do not seem to take advantage of the
fact that most of the computations performed at a previous
iteration can be embedded into the new system of algebraic
equations. Instead, they remodel the entire system and solve
the system so obtained from scratch, which is obviously not
efficient, especially if direct solvers such as LU decomposition
are employed. The objective of this paper is to apply an
order-recursive variant of LU decomposition to develop a
solution procedure which will allow a very large portion of
the recomputation, necessitated by small perturbations of the
geometry, to be avoided, leading to extremely efficient design
iterations. The relative length scale over which the geometry
is perturbed is assumed to be much smaller than (typically less
than a tenth of) the characteristic wavelength at the maximum
excitation frequency. This assumption is consistent with the
observation that in microwave circuit optimization, usually
small perturbation theory is employed in order to ensure
stability and facilitate rapid convergence [19]. Therefore, this
contribution is a major advance toward EM simulation-based
(or full-wave) CAD and optimization of microwave circuits.
The computational complexity of the proposed method is
shown to be O((N + M)3). Clearly, this order of magnitude
reduction in computations is very attractive for interactive
design tasks. It is pointed out that such reduction in operations
count is exactly the same as that of ORGE [15]. However, as
will be shown in Section III, the proposed order-recursive LU
decomposition is simpler in implementation.

There are also situations encountered in design where one
iteratively decreases the size or spacing of certain elements in
a circuit or antenna geometry in order to meet the design spec-
ifications. Consider, for example, the reduction in stub length
in the optimization of a monolithically loaded tunable patch
antenna, or the reduction in width of a section of a microstrip
quarter-wave transformer to compensate for dispersion. In
these situations, the moment matrix is affected by removal
of (or, is decremented by) certain row or column vectors
associated with the changes in the circuit. As in augmented
systems, the order of decrementation is not known a priori. At
present. the solution of each decremented system of equations
is recomputed from scratch. We propose an order-recursive
solver for decremented MoM systems as well. wherein the
solution (specifically, the LU-decomposition) at the prior itera-
tion is used to efficiently solve the reduced system of equations
at the present iteration. The application of efficient solvers
for augmented and decremented systems to MoM results in a
powerful technique, termed as the order recursive method of
moments (ORMoM), with potential improvement in iterative
design of complex structures using full-wave simulation.

The paper is organized as follows. In the next section, some
preliminaries of the moment method implementation with re-
gard to efficiencies in formulation and matrix-fill operation are
discussed. In the subsequent section, the solution method for
ORMoM is developed for both augmented and decremented
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systems, The operations count for ORMoM relative to the
current method of resolving the linear system from scratch at
each iteration is presented. Next, the computational efficiency
of ORMoM is illustrated by applying it to three design
problems. First, we consider the problem of determining
the resonant size of a strip in free space by recursively
constructing the solution for the current distribution on the
strip as a function of varying strip size, with the frequency
fixed. Secondly, we consider the tuning of monolithically
stub-loaded dual-band patch antennas [20], which find ap-
plication in mobile communications systems because of their
light weight, low profile and ease of fabrication. It is well-
known that rectangular microstrip patch antennas with reactive
stubs placed along the radiating edges exhibit dual frequency
operation [20], [21]. Finally, we iteratively “fine-tune” the
design of a folded double-stub microstrip filter to achieve the
desired specifications in the pass-band for the insertion loss.
At each iteration, either the spacing between, or the length of
the stubs, is varied (incremented or decremented), as would be
typically required in a circuit optimization environment, and
the modified system of equations is solved efficiently for the
current distribution by using order recursion. Favorable com-
parison of these simulated data with published or measured
results serves to validate the computations. More importantly,
these design applications of ORMoM are anticipated to high-
light the capability of the proposed method to improve the
computational efficiency of full-wave design of MMIC’s of
arbitrary geometrical complexity.

II. ORDER RECURSIVE METHOD OF MOMENTS

A. Outline of MoM Formulation

In MoM, the boundary value problem for the current distri-
bution on the surface of a conductor is formulated as an EFIE,
which states that the total tangential electric field on a perfect
electrically conducting (PEC) surface is zero

—EF*(r) =EP(r), reS. (1)

where S, denotes the conductor surface, the subscript ¢ denotes
the tangential component, and r is the position vector to the
observation point. The scattered field is given by

Eicat(T) - /S EE(,,_’ ,,./) . JS(T’) ds’ (2)

where G is the appropriate transverse part of the electric
field dyadic Green’s function and can be obtained in terms
of scalar and vector potentials involving Sommerfeld integrals
[17]. The incident field is defined to be the field existing in
the absence of the scattering object. It simply equals the field
impressed on S by a known excitation source. The current J g
can be expanded in terms of sub-sectional basis elements as

N
Is(r') = Y I f, (7). 3)
n=1

After substituting (3) in (2) and testing the resulting equation
with identical basis elements (Galerkin method), we obtain
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the linear system of equations
Z7 |1, | _|V*
wlpl=l] e

where an incident field given by delta-gap voltage excitation
at a finite number of ports, M, is assumed [22], [23]

Y
Y AN

M
EP(r) = Vis(r — ri)aw. (5)

k=1

In (5), V; denotes the amplitude of the impressed voltage, the
position vector r; locates the port &k, and a, is the outward
unit vector tangential to the kth feed-line. The linear system in
(4) is solved for the transverse currents [I;] and [I,]. Network
parameters pertinent to characterization of the microwave
circuit, such as S-parameters, can be directly obtained from
the computed currents (cf. [17]). We have used roof-top basis
elements [17] for expansion and testing. The matrix elements
in (4) can be computed as

Zggnz/s /S fmp("')GE@q("'v"'/)fnq("'/)ds,ds (6)

where p =  or y (the conducting surface is assumed to lie in
the zy-plane), and Ggpq = @, - Gg - ay.

B. Efficient Computation of the Moment Matrix

In order to examine the pressing need for efficient com-
putation of the moment matrix in design applications, let us
reconsider (1) at the first design iteration (henceforth, the
iteration number will be denoted by a superscript)

~ | Gp(r,v)- Js(r')ds' = Bi(r),
53

resl @

with
/! / /
T = AT+ ayy, T = azX +ayy

and S} is the conducting surface support for the first iteration
on which currents need to be computed. In matrix form,

assuming a single delta-gap voltage source at r = ry for
simplicity, we have
N
i _ 1, k=m
Z Zmnln = Vinbmks  Smk = {O. otherwise ®)

n=I1

form = 1,2,---,NO k € [1,M]. N® is the number of
basis elements used at the ith iteration and

L = / / T -EE('I‘,'I‘/) () ds ds. (9
51 /51

It is evident that the number of basis elements is propor-
tional to the size of the conducting surface support for a given
accuracy. Now, suppose that during the second iteration, the
size of the object is increased from S} to S2 = Sl + AS.. Let
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the corresponding increase in the number of basis elements be
AN. With N@ = N 4+ AN, we now have

N®
Z ZmnIn = V;Lémka

n=1

m:1,2,-~,N(1),

[N(1)+1]’...,N(2) (10)
Zon = / fon(T) -ﬁg(r, ) f.(r')ds' ds. (11)
sz Js2

If the support of the first N(!) basis elements is unchanged,
one need not recompute Zn,m = 1,2,-:-, N®,p =
1,2,---,NM in (11). This can be seen more clearly by
rewriting (11) using linear superposition as

Zpn = </Sé +/Asc>gmn(r) ds

Imn(T) = </Scl +/Asc)fm(r) Ge(r,v) - f.(r)ds.
(12)

In other words, when the physical size of the circuit is
increased from S! to SZ%, provided that the discretization
is unchanged on that part of the circuit geometry which is
retained from prior iterations, one need not recompute the
moment integrals already computed in these iterations. For the
subsequent iterations, we need to evaluate only those integrals
which arise from the reactions associated with expansion and
test elements placed on the circuit (or surface) extension, AS..
In matrix form, we arrive at a bordered system of equations
given by

L Zn | 2z
Zil zi |z gl ||
AR Al
21 2 22 2 2
Zyl' Z?/y Zyl Zyy Iy
le Z12 Il
[Z21 ZZQ] = [IZ} =|V] (13)

where the second superscript of each submatrix indicates the
iteration corresponding to location of the current expansion
element, while the first indicates that corresponding to the
test element location. For example, with the cells numbered
sequentially from iteration to iteration, Z;Z represents the
reaction between a y-directed basis element along the circuit
extension (or second iteration) and a test element on the sur-
face support considered in the first iteration. The submatrices
calculated in the prior iterations are unchanged in subsequent
iterations. Normally, for each subsequent design iteration, the
number of rows and columns added to the moment matrix is
small in comparison with its existing size. This is because
the geometrical size, e.g., length of the tuning stubs in a
filter, is changed by a small increment at each step in CAD
and optimization of microwave circuits. Alternatively, it is
logical to assume that at any given design iteration, the circuit
geometry is perturbed by small electrical dimensions relative
to some significant portion of the circuit, whose geometry
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remains unchanged. The above discussion can be generalized
to any number of iterations, yielding

Zl 1 ZIZ Zlm Z’l]\[ Il
: : : : .| =V
Zim Zz\zz ZJ(Im ZMM I}u
(14)

where each submatrix has the interpretation in terms of z-
and y-directed testing as shown in (13). The linear system in
(14) is referred to as the augmented moment matrix model at
the Mth design iteration [15]. Further design iterations create
additional rows and columns at the border.

If metallization is removed from the circuit in a design
application, then the moment matrix at the previous iteration
is decremented by row and column vectors corresponding to
the expansion and testing elements in the removed part. By
block permutation of the removed rows and columns, the
decremented matrix can again be arranged in a bordered form
similar to (14) (see Section III). Further efficiency features
are built into the MoM algorithm, such as exploitation of
symmetries and redundancies for equal cell size [12], and
moment matrix spatial and frequency interpolation [25].

The above discussion pertained primarily to efficient com-
putation of the matrix elements to achieve computational
savings in the matrix-fill operation. In the next section, we
address how a solution method can be developed, which does
not require the resolution of linear system of equations at
each iteration from scratch. Instead, the solution at the prior
iterations can be used to efficiently solve the system at the
current iteration.

III. ORDER RECURSIVE LU DECOMPOSITION

The proposed algorithm assumes that all the leading prin-
cipal submatrices of the system (or moment) matrix A are
nonsingular. Therefore, the solution (albeit suboptimal) can
always be computed without the need of pivoting. Note
that in the sequel, when computing LU decomposition, we
refer to Crout reduction (1’s along the diagonal of upper
triangular matrix U7). Identical results may be stated for
Doolittle reduction (1’s along the diagonal of lower triangular
matrix L).

A. Augmented Systems

Assume that the LU decomposition of A (= LU) has
been computed. Denote an augmented matrix and its LU
decomposition as

A ais
A=
a1 022
L1 o | |Ui ‘ U2
- . (15)
Iy I o ‘ 1

Then, it is readily seen that the unknowns may be computed as
-1
w2 = LT ar
-1
Iy =ax Uy

loo = agp — la1112. (16)
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Of course one must not compute the inverses of matrices as
shown in (16). Instead, the unknowns are obtained by solution
of the triangular system of equations, which is known to be
numerically stable. The above result is easily extended to the
case when the matrix is bordered by several rows and columns.
Specifically, if

A Agg
| Ag Az
Ly 0 Uiq ‘ Uio
= (17)
Loy Las || O ‘ Uz
then, the unknowns may be computed as
Upp = Lt Ags
Loy = A U
LU := Asg — L21Us2 (18)

where, the last equation in (18) represents an LU decomposi-
tion of the matrix on its right-hand side:

B. Decremented Systems

We have developed a similar approach for solving decre-
mented moment systems, which pertains to the removal of
certain elements or metallization in a structure. This situation
is encountered, for example, when the stub length or separation
in a microstrip filter needs to be decreased iteratively. In
this case, the order of the new matrix is smaller than that
of the original matrix. Specifically, we consider the update
of LU decomposition of a matrix some of whose rows and
columns are removed. It is, of course, assumed that the LU
decomposition of the original higher order matrix is available.
Consider the following (3 x 3) block matrix

Ay Arp Agg
A= [Ay Az Ag
| As1 Aszs  Ass
Ly, O O Unn Uiz U
=Ly Ly O O Uy Uss (19)
| Ls1 Lz Asz| | O O Uss

To see the effect of decrementing the matrix order by removing
some rows and columns, it is instructive to consider the
(block) LU decomposition of the matrix. Assuming that A;; =
L1,Uy; is known, the remaining entries of the decomposition
may be computed as follows:

Uiz = L1 A12
Loy = An U

LooUszz := Aga — L1 Upo (20)
Uz =L Ars
Lsy = Az Uy
Uss = L3y (A2s — La1Uss)
Lss = (Asy — La1Us2)Usy"
L33Uzz := Azz — L31Urs — L32Uss 2D

where (20) and (21) represent LU decomposition of the matrix
on the right-hand side.
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Fig. 1. Order of magnitude estimate of operations count.

The following three possibilities for deletion of block rows
and columns exist. Irrespective of which rows and columns
are deleted at a given iteration, by appropriate permutation of
these row and column vectors, the moment matrix can always
be arranged to correspond to one of the three bordered forms
derived below.

Case 1: Delete (1, 1) Block Row and Column: In this
case, the entire LU decomposition of the decremented matrix

A1 ‘ A Axs "
22

Any ‘ Ay Agz| [A32
Az Azy  Ass

A:= A23}

Ass

must be recomputed. This is evident from the dependence of
the entire decomposition on the LU decomposition of Aj;.
Case 2: Delete (2, 2) Block Row and Column:

A1q A1 Az
_ A Ags
A=Ay Aso Ass _—-)[A?)l A33]
Az Aszp Ass

Following the operations described in (19)—(21) for recursive
LU decomposition, it is seen that if

Ay A) _ [ o (U Upv
Ay Ag| T L Lyl O Up”
then, the matrices L¥™, L5SY, U™ and Us™ are the same

as the matrices Lqq, L1, U1 and Ups, respectively. Hence
they need not be recomputed. However, L35" and U35™ are
obtained from the LU decomposition of the original matrices
Agsg — L31Uq3 and need to be recomputed.

Case 3: Delete (3, 3) Block Row and Column:

Ann A Ars
Agy Aso Az A A
”*[Am A

Aszr Az ‘ Aasz

A=

Again referring to the relations in recursive decomposition,
it is easily seen that for this case, no new computations are
required since the LU decomposition of the first (2 x 2) block
submatrix is independent of the third (block) row and column.

C. Computational Complexity

It is clear from the description earlier in Section III that
the computational complexity of ORMoM is identical to
Gaussian elimination or conventional LU decomposition. The
only difference is the sequence in which the elimination or de-
composition is performed at each iteration. We will show next
that the LU triangularization and back substitution together
require in ORMoM O(N + M)? operations, where (N + M)
is the dimension of the final augmented matrix. This reduction
in operations count is irrespective of whether order-recursive
Gaussian elimination [15] or LU decomposition is employed.
Without any loss of generality, we consider the complexity
of only augmented systems. If a new decomposition together
with back substitution is performed for each system of order
(N + iM ), where ¢ = 0,---,r denotes the iteration number,
M is the number of rows and columns by which the matrix
is augmented in each iteration and (rM) = M, then the
operations count is approximately X7_o (N + iM)3. To see
that the latter is an order of magnitude higher than the former
(O(N + M)?), consider the following example.

Let N = 100, M = 10,r = 10, i.e., we are augmenting the
system matrix by ten rows and columns in each iteration and
performing a total of ten iterations. The resulting operations
count is shown in Fig. 1. Note that since the intent is to observe
the order of magnitude complexity, the operations count has
been weighted down by (N +3M)? for both methods at each
iteration. It can be seen clearly that while the operations count
of ORMoM exhibits a slope of zero (implying O(N + M)3
operations), as anticipated, the normalized count for the case
when the entire solution is recomputed from scratch shows
constant nonzero slope (implying O(N + M)*). It is evident
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Fig. 2. A rectangular strip in free space with plane wave excitation.

that the computational savings of ORMoM are most significant
when the iteration count is large.

IV. DESIGN EXAMPLES

A. Resonant Size of a Strip

We consider the problem of recursively determining the
current distribution on a rectangular strip in free space, shown
in Fig. 2, in order to find its resonant size. It should be stated
that the example is quite straightforward, and, as such, may
be solved using direct LU decomposition. The intent here
is to show how the problem may be cast in the ORMoM
framework, and then, to verify that indeed the solution so
obtained is accurate. The real impact of ORMoM will be seen
on considerably higher-order problems.

The strip has dimensions I = 0.5 mm and W = 0.2 mm.
The current distribution over the strip is computed by the
MoM using roof-top basis functions and razor testing [17].
However, instead of directly solving for the current over a strip
of size 0.5 mm x 0.2 mm, we employ ORMoM to recursively
build this solution starting from a 0.2 mm x 0.2 mm strip
and uniformly incrementing L in 3 iterations to 0.5 mm (W
remains unchanged at 0.2 mm). In each iteration, the strip is
divided into an appropriate number of square cells, each of
side 0.05 mm. Because the resonant frequency is independent
of the excitation, we consider a normally incident TM plane
wave excitation (see Fig. 2). Let M and N denote the number
of cells along « and y, respectively, while N, and N, denote
the number of corresponding basis functions. Table I displays
the order of the moment matrix, namely, N, + N,,, at each
iteration of ORMoM.

Fig. 3 displays the real and imaginary parts of the z-directed
current along the AA-cut (see Fig. 2) through the center of
the strip. The current location is measured by the cell number.
The wavelength of excitation is 1 mm. As discussed earlier,
the strip size is successively extended along the z-direction
by two cells at each iteration, starting from a length of four
cells. The cell numbers along the z-direction at each iteration
are shown in the first column of Table I. Four cells are main-
tained constantly along the y-direction. The curve in Fig. 3
for abscissa between zero and four corresponds to the first
iteration, that between zero and six corresponds to the second,
and so on. The current at each iteration has been computed
efficiently using the decomposition at the previous iteration.
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TABLE 1
ORDER OF MATRICES FOR DIFFERENT STRIP DIMENSIONS
M| N | N;|N, | Order
41 4] 12| 12 24
6| 4] 20} 18 38
8| 41 281 24 52
10| 4] 36| 30 66

The complex current in the last iteration has been compared
to the direct MoM computation from [17]. It has been found
that the two results agree within eight decimal places for
both real and imaginary currents. A similar validation has
been observed for the y-directed current also, but, it is not
presented for brevity. We believe that the accurate calculation
of surface current distribution is a much more stringent test
of validation than comparisons based on far-field parameters
or circuit parameters. All these parameters are ultimately
computed using the current distribution determined by the
MoM. Simulation of the same example using ORGE instead
of LU decomposition to determine the current distribution
gave identical results [15], reinforcing the confidence in results
produced by either method.

It is observed from Fig. 3 that the imaginary part of the cur-
rent changes sign between the third and the fourth iterations.
Hence, the resonant size of the strip lies between L. = 8 cells
and L = 10 cells. The theoretical resonant size is defined as the
value of L for which the imaginary part of the current is zero.
However. computationally, the imaginary part goes through
a minimum (within a prescribed numerical tolerance set by
the floating point architecture of the computer) at the real
frequency at which the determinant of the moment matrix has
a local minimum. Because of radiation, the theoretical resonant
frequency is actually complex, and it defines most accurately
the resonant condition that the imaginary current is zero [26].
We performed a fifth iteration wherein L is decreased form ten
to nine cells, and found that the magnitude of the imaginary
current distribution is indeed small (of the order of 10_4) over
the entire strip. A lower current magnitude can be obtained
by further fine-tuning L around L = 9 cells. This may not,
however, be warranted by the physical dimensional tolerances
set in practice. When the length of the strip is reduced from
10 cells to 9 cells, ORMoM for decremented systems has been
employed for the solution of the current. It is emphasized
that we have not performed any search of the minimum of
the determinant to find the resonant frequency. This search
operation is itself quite expensive computationally, and is very
unstable in view of the singular nature of the moment matrix
around a resonant frequency.

A few important conclusions may be inferred from this
simulation. First, ORMoM provides an efficient means of
accurately determining the approximate neighborhood of the
resonant frequency (or size). Second, some characteristic ge-
ometrical attribute which predominantly influences the res-
onance (such as L in this example) may be sub-gridded
into smaller cells, and ORMoM can be applied to efficiently
compute the current distribution for the new geometry in
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Fig. 3. Current distribution along AA cut: (a) real current and (b) imaginary current.
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Fig. 4. Patch antenna geometry (all dimensions in mm).

terms of the solution at the previous iteration. Third, a simple
optimization procedure, such as the bisection algorithm, can
be combined with ORMoM to accurately track the zero of
the imaginary current (or some such performance attribute)
from a very good initial guess of the strip size provided by

the preliminary iterations. While these aspects of ORMoM are
very attractive to optimization of microwave circuits, further
studies need to be conducted to determine the stability of OR-
MoM in the vicinity of the resonance. A MoM algorithm which
accomodates unequal cell sizes and a mixture of different cell
shapes (e.g., triangular and rectangular patches [27]) appears to
be best-suited for incorporation of the optimizer in ORMoM.

B. Dual Band Patch Antenna

The solution procedure described in Section III is applied
to the iterative design of a coax-fed tunable dual-band patch
antenna, whose geometry is shown in Fig. 4. The substrate is
0.79 mm thick duroid (e, = 2.17). The patch and the stub are
gridded into a rectangular mesh which supports rooftop basis
functions. The resulting moment matrix for the patch alone
is of the order 216. The return loss of the untuned patch is
shown in Fig. 5 and a fundamental resonance is observed at
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2.5 GHz. In order to provide dual-band operation, an open- =3
circuited \/4 monolithic stub is connected perpendicular toa & “or 12 ;'em
radiating edge (Fig. 4) and its position along the edge or its sl s ':::3
length is varied iteratively. At each iteration, instead of solving . “er' .
the linear system of moment equations from scratch, the LU Y, AT S S S R T —
decomposition of the patch is efficiently utilized in solving the 6 8 10 12 14 16 18 20
augmented system created by the addition of the stub. Frequency (GHz)
Two positions of the 20 mm long stub are simulated: a) ' (a)
center of the radiating edge, b) 4 mm above the center. In
0

either case, the 216 x 216 system matrix of the patch is
augmented by 8 rows and columns. Location a) produces
two resonances at 2.31 and 2.635 GHz (Fig. 5) in contrast 5
to the experimentally observed values, 2.275 and 2.666 GHz,
respectively [20]. The separation of the resonances can be
varied by moving the stub along the radiating edge. Location

8, Magnitude (dB)

b) produces the resonances at 2.35 and 2.65 GHz (Fig. 5), -15 o
clearly demonstrating the tuning nature of the stub. Because of 2 ter.2
symmetry, a similar band separation has been observed when Kl 4 ttor. 4
the stub is located 4 mm below the center of the radiating edge.
As an indication of computational efficiency of ORMoM, % ; : 1'0 : 1'2 ” T
‘the conventional MoM implementation of solving the currents
Frequency (GHz)

from scratch at each iteration would have required 216% +
2243 = 21 317 120 operations, whereas ORMoM requires only (b)
216> +2 x 8 x 2162 = 10824 192 operations (savings of about  Fig. 7. Trerative double folded-stub filter design: (a) |S21], () |S11l-
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TABLE 11
PARAMETERS FOR ITERATIVE DESIGN OF THE FOLDED-STUB FILTER

Tter, | In Ly g
1 90 80 4.8

2 (91585741
3 [93.7(853]4.6
4 1921]851]42

50%). It is evident that the computational savings would be
larger for higher-order problems, and for those involving many
iterations (e.g., in optimization).

C. Folded-Stub Microstrip Filter

Next, we consider the design of a folded double-stub
microstrip filter seen in Fig. 7 with design specifications given
by [13]

#<9.5GHz
# > 16.5GHz

f < 14GHz
f > 12GHz.

The substrate has a thickness of 5 mils and ¢, = 9.9. The two
stubs have the same width as the main line, given by W; =
Wy = 4.8 mils, and equal length. The parameters L1, Ls and S
are varied iteratively as shown in Table II, and the performance
of the filter is evaluated in terms of the insertion loss at
each iteration until the design specifications are met. Note that
changing I, alters the horizontal spacing between the stubs,
whereas changing Lo varies the length of the stubs. Variation
of S affects the vertical spacing between the stubs. The three
designable parameters are either incremented or decremented
at each iteration following the entries in Table II, and ORMoM
is employed to efficiently compute the current distribution.

The insertion loss (magnitude of S2; in dB) and return loss
(magnitude of Sy; in dB) of the filter are plotted in Fig. 7.
The design in first iteration does not meet the specifications
on insertion loss at several frequencies in the 12 to 14 GHz
band. Also, both of the notches are quite discrepant from
the optimized solutions of approximately 12 GHz and 14
GHz [13]. The subsequent iterations are observed to improve
the insertion loss toward the specifications, with the fourth
iteration yielding a response close to the best-optimized fine
model simulation in Fig. 9 of [13]. In a frequency band of
approximately 0.5 GHz around 13 GHz, the insertion loss
for all the iterations is offset from the design specification of
—30 dB by about 2 dB. This is perhaps within the numerical
accuracy of the moment method implementation used in either
investigation. The return loss shown in Fig. 7 is nominally less
than —10 dB in each passband away from the central notch
of 13 GHz, and clearly demonstrates the band-reject nature of
the filter.

|S21] > —3dB, {

|S21] < —30dB, {

V. CONCLUSION

An order-recursive variant of conventional LU decompo-
sition has been presented for the efficient solution of linear
systems arising in an iterative moment method simulation, with
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potential application to microwave CAD and optimization.
The method is illustrated by interactive design of a tunable
dual-band microstrip patch antenna and a microstrip band-
reject filter. The application of ORMoM to determine the
characteristic resonant dimensions of a strip in free space
shows that ORMoM has significant potential in microwave
circuit optimization. We are currently investigating the appli-
cation of ORMoM to improve solution accuracy and numerical
resolution of the simulation by increasing the cell density in
regions of high field variation, keeping lower density in others,
where no such variation exists. The goal is to provide an
efficient full-wave analysis tool for EM optimization, which
does not have the serious limitation {13] of having the same
cell size in all computational regions.
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